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Abstract—To aid the formal verification of fault-tolerant distributed protocols, we propose an approach that significantly reduces the costs of their model checking. These protocols often specify atomic, process-local events that consume a set of messages, change the state of a process, and send zero or more messages. We call such events quorum transitions and leverage them to optimize state exploration in two ways. First, we generate fewer states compared to models where quorum transitions are expressed by single-message transitions. Second, we refine transitions into a set of equivalent, finer-grained transitions that allow partial-order algorithms to achieve better reduction. We implement the MP-Basset model checker, which supports refined quorum transitions. We model check protocols representing core primitives of deployed reliable distributed systems, namely: Paxos consensus, regular storage, and Byzantine-tolerant multicast. We achieve up to 92% memory and 85% time reduction compared to model checking with standard unrefined single-message transitions.

I. INTRODUCTION

Message-passing is a broadly used communication and programming paradigm in the design of reliable distributed systems [6], [32], [10], [28]. However, given the complexity resulting from concurrency and faults, message-passing systems are prone to subtle bugs [29], [23], [35], [37]. Consequently, a variety of formal techniques is advocated for ascertaining protocol correctness. A widely used formal technique for finding bugs or proving their absence is model checking [12], i.e., the automated and exhaustive exploration of the system’s state space. The continuing main limitation of model checking is that the size of the full state space (and the corresponding time of exploration) is intractably large even for small systems, i.e., state space explosion.

An effective measure against state space explosion is abstraction [12], the separation of the conceptual, protocol-level state space from the low-level implementation (Figure 1). An implementation of protocol-level constructs defines a “one-to-many” mapping between protocol and implementation-level states and transitions. Once the correctness of the implementation (i.e., the mapping in general) is verified, a new protocol can be checked on the reduced protocol-level state space only [23]. If the implementation is not proven correct, the properties that hold at protocol-level are still valuable, e.g., to justify the conceptual design, but they do not transfer to the implementation.

Another generic state space reduction technique is partial-order reduction (POR) [12]. POR assumes that the system is defined in terms of transitions, i.e., atomic operations that change the state of the system. In message passing systems, for example, transitions are the sending or receiving of messages. The idea of POR is that the sequential execution of “independent” transitions leads to the same state irrespective of the relative order of the transitions and, often, the intermediate states do not impact the properties of interest. Therefore, it suffices to explore a representative execution order of such transitions.

Our overall goal is to minimize the size of protocol-level models and to perform space and time efficient state exploration of these models. A general pattern in the message-passing computation model is that a transition consumes multiple messages by a single execution. We call such transitions quorum transitions. Generally speaking, a quorum transition can process multiple messages, change the state of the process that executes it, and send new messages, in a single indivisible step. We show that quorum transitions not only enable a natural specification of a class of protocols, they also yield succinct protocol-level models and allow better POR performance.

As an example of quorum transitions, consider systems that guarantee reliability under the assumption that the number of faulty processes lies below a given threshold and
each correct (non-faulty) process executes an instance of the same replicated service [4], [6], [10], [38]. The threshold assumption implies that a set of messages from a large enough subset (or quorum) of processes contains at least one message from a correct process. Therefore, a common technique in such systems is that the execution of an event is triggered when a set of messages from a quorum (e.g., a majority) of processes is received.

Exploiting the characteristics of quorum transitions, we make the following contributions:

- We argue for quorum transitions to be modeled at the protocol-level. Otherwise, a quorum transition must be modeled via a sequence of transitions, each of them processing a single message, which generates a large number of (implementation-level) states (Section II). Although the implementation of quorum transitions can be complex, its correctness has to be verified only once.
- We observe that, maybe surprisingly, the definition of transitions, which depends on the programming style and language, can greatly affect the reduction achieved by POR. We introduce the concept of transition refinement, which exploits this observation to tune POR for better performance. Transition refinement splits a transition into multiple sub-transitions such that (a) the behavior of the system remains the same and (b) POR algorithms can detect more independent transitions. In particular, we define two transition refinement strategies: quorum-split and reply-split (Section III).
- We implement a POR-based model checker called MP-Basset that supports quorum transitions and the quorum and reply-split strategies. MP-Basset is built upon Basset, an existing model checker for actor programs, and upon its input language ActorFoundry [23]. Our protocol specification language is highly expressive, allowing the execution of arbitrary Java code that respects the message-passing computation model (Section IV).
- We evaluate MP-Basset based on diverse protocol examples with a range of fault semantics, namely (a) Paxos, a fundamental crash-tolerant consensus protocol [20], (b) a message-based regular storage implementation [3], and (c) a Byzantine-tolerant multicast protocol [26]. As the protocol properties are preserved by POR, our verification results are sound. While Paxos-similar protocols and storage implementations are already seeing deployment in various commercial settings [10], [38], [40], ready-to-use Byzantine tolerant libraries are also available [41]. Our experiments show that the proposed approach can be highly efficient with savings (verification memory and time) of more than one order of magnitude compared to models with unsplit single-message transitions. In addition, the proposed approach is also suitable for fast debugging especially of “subtle” bugs (Section V).

II. MESSAGE-PASSING MODELS WITH QUORUM TRANSITIONS

In this section, we briefly review the message-passing computation model [4]; we use simplified but equivalent semantics, which does not distinguish delivery and sending transitions and is better suited for model checking [8]. We then introduce MP, a Java-like language for specifying message-passing protocols. Finally, we show how quorum transitions affect the size of protocol-level models.

A. The Message-Passing Computation Model

Syntax. The system consists of $n$ processes communicating via directed channels, which are (unordered) sets of messages from a set $M$. For processes $i,j$, $c_{i,j}$ represents a channel from process $i$ to $j$ and is called the outgoing channel of process $i$ and incoming channel of $j$. Each process $i$ assumes a set $S_i$ of local states. Initially, every process $i$ is in some initial state from $S_i$, and all channels are empty.

A message passing protocol is specified by defining a set $T_i$ of transitions for each process $i$. Intuitively, a transition $t \in T_i$ can consume zero or more messages from the incoming channels of $i$, change the local state of $i$, and send multiple messages. If it can consume more than one (respectively, at most one) message, $t$ is called a quorum (respectively, single-message) transition. $t$ is associated with a predicate (or guard) $g_t$, whose truth value depends only on a set of incoming messages and $i$’s local state. In addition, $t$ is associated with $ls_t: S_i \times 2^M \rightarrow S_i$, the local state transition function of $t$. Intuitively, $ls_t$ returns the new local state of process $i$ depending on the current local state and a set of incoming messages. If the guard is true (i.e., $t$ is enabled) in the current local state of $i$ for a set of messages $X$ in the incoming channels of $i$, the transition $t$ can be executed. After executing $t$, all messages in $X$ have been removed from the incoming channels of $i$, its local state may have been updated via $ls_t$, and messages may have been added (i.e., sent) to the incoming channels of other processes.

Note that transitions can be non-deterministic. For example, if transition $t$ is enabled for messages $\{m_1\}$ and $\{m_2\}$, then $t$ non-deterministically consumes either $m_1$ or $m_2$.

Semantics. The semantics of a message passing protocol is given by a state graph, i.e., pairs of states forming directed edges. Formally, a state graph (often referred to as Kripke structure [12]) is a tuple $(S, S_0, \Delta)$, where $S$ is the set of states, $S_0$ is the set of initial states, and $\Delta \subseteq S \times S$ is a set of state pairs. A state $s \in S$ is a vector with all channel contents and the local state of each process. We denote the contents of channel $c_{i,j}$ and the local state of process $i$ in $s$ by $s(c_{i,j})$ and $s(i)$, respectively. Every transition $t$ is a relation such that $t \subseteq S \times S$. For every $s, s' \in S$ and $t \in T_i$, $(s, s') \in t$ iff $g_t(X, s(i))$ is true for some subset $X$ of the union of all incoming channels of $i$ in $s$ and $s'$ is identical to $s$ except
B. MP: A Language Implementation

Properties. Properties of a state graph can be defined using temporal logics [12]. These properties are interpreted over paths, i.e., sequences of states starting in an initial state such that each state is connected to the next state in the sequence. For example, a simple but useful class of properties are invariants, which define a state-local predicate that must hold in every state of any path. A counterexample is a path that violates the property. The property is true if there exist no counterexamples.

C. MP without Quorum Transitions

Arguably, implementing quorum transitions is more complex than single-message transitions. We now show that the extra effort can pay off, given that the use of only single-message transitions can inflate the size of the state space.

Consider a language where only single-message transitions are allowed [23], i.e., a transition cannot consume multiple messages. In such a language the transition of Paxos shown in Figure 2 cannot be directly defined. We can describe a Paxos-like protocol by “simulating” READ_REPL via single-message transitions. Figure 3 shows such a transition: it receives a READ_REPL message, increments cnt to count the number of messages, and, if a majority of acceptors have sent a READ_REPL message, sends the WRITE message (with the same content as in Figure 2). In this case, the counter is reset, and the process of collecting READ_REPL messages starts over.

State space issues. A significant drawback of expressing quorum transitions with single-message transitions is that they can be interleaved with other transitions. For example, given the single-message READ_REPL and another transition of Paxos that can be co-enabled in states...
where READ_REPL is executed, a model checker executes READ_REPL and this other transition in different orders in each of these states.

In general, consider a message-passing protocol $P$ and transitions $t_1, ..., t_k$ that are enabled in some state $s$. Depending on the order of execution, the number of different states resulting from executing $t_1, ..., t_k$ is at most $k!k$.

Let $t$ be a quorum transition that is enabled in $s$ for a set $X$ and $s \xrightarrow{t(X)} s'$ for some $s'$. Assume that $P'$ is a message-passing protocol that is specified via single-message transitions only and $s'$ is reachable from $s$ in $P'$. The shortest path from $s$ to $s'$ in $P'$ contains at least $|X| = l$ transitions, because any transition in $P'$ can consume a single message. If we assume that these transitions are enabled in $s$, then the number of states is at most $(k + l)!/(k + l)$, which is at least $(k + l)^2$ times more states than $k!k$ in $P$. This matches with the intuition that the larger the quorum the bigger the gain of using quorum transitions. We know that $k \leq |T|$ where $|T|$ is the number of all transitions in $P$. For the smallest meaningful instance and a “reasonable” specification of Paxos $(|T| + l)^2 = 169$. If we assume that $l \leq n$, i.e., $t$ consumes at most one message from each process, then the state graph of $P'$ can have $(|T| + n)^2$ times more states than $P$.

### III. Transition Refinement

In this Section, after recalling the basics of partial-order reduction (Section III-A), we introduce and formalize transition refinement and prove that it preserves the soundness of POR (Section III-B). After the general definition, we introduce quorum-split, a message-passing example of transition refinement (Section III-C). Finally, we discuss reply-split, a useful and general quorum-split strategy (Section III-D).

As an early note, we emphasize that transition refinement preserves the underlying state graph of the system. It is essentially a “renaming” of the transitions that never affects the truth of properties. Note that replacing quorum transitions with single-message transitions does not have this property. This is because a single edge of the state graph representing a quorum transition can be divided into a path of lower-level single-message transitions.

#### A. Preliminary: Basic POR Terms

In practice, transition systems are used to specify how the system changes its state. Every transition $t$ is a set of pairs $(s, s')$ and makes the system proceed from state $s$ to $s'$. Intuitively, a transition groups “similar” state changes of the system. Formally, a transition system is a tuple $(S, S_0, T)$ where $S$ ($S_0$) is the set of (initial) states and $T$ is the set of transitions where $t \subseteq S \times S$ for every $t \in T$. Note that message-passing protocols define a transition system with $T = \bigcup_{i=1}^{m} T_i$ (see Section II-A).

Model checkers generate a state graph based on an input transition system in order to reason about the properties. Formally, $(s, s') \in \Delta$ in the generated state graph iff there is a transition $t$ such that $(s, s') \in t$. The idea of reduction is to generate a reduced state graph that contains fewer edges than the original (unreduced) one.

POR is a reduction technique that is based on the observation that the execution of certain independent transitions leads to the same state irrespective of the order in which the transitions are executed (e.g., $t_1$ and $t_2$ in Figure 4(a)). In the Paxos example, $t_1$ and $t_2$ can be the READ_REPL transitions of different proposers. Therefore, it suffices to execute these transitions in one, representative order (e.g., $t_2t_1$) if the states that are missed ($s_1$ in this example) are irrelevant for the truth of the property. In this example, the reduced state graph consists of $(s, s_2), (s_2, s_{12})$ and $(s_2, s_3)$.

POR is defined via global terms through a sufficient set of paths that must be contained in the reduced state graph. In general, it is as hard to exactly determine this set as to explore the unreduced state graph. Practical POR algorithms therefore over-approximate this set of paths to respect property preservation. We now discuss two general classes of POR implementations that can benefit from transition refinement differently. Both classes implement POR by limiting (if possible) the set of enabled transitions that are executed in every reachable state. Such a sufficient subset of the set of all enabled transitions is called stubborn set [31].

In the example of Figure 4(a), $\{t_2\}$ is a stubborn set in $s$. Note that stubborn sets only preserve deadlocks, i.e., they guarantee that all states without enabled transitions will be explored. The preservation of general temporal logic properties (a class of properties called stuttering equivalent) requires additional constraints [31].

**Static POR.** The first class of implementations is called static (SPOR) because the stubborn set is computed in every state $s$ when $s$ is visited [15], [31], [12]. This means that the search is blocked for the time of the stubborn set computation. The main challenge of SPOR is to guess “future” paths, i.e., paths starting from $s$ (note that these paths have not been explored yet). If there is a path among these future paths that is in the sufficient set defined by POR but that is not in the reduced state graph, then additional transitions must be added to the stubborn set. A common technique to guess future paths is the concept of can-enabling transitions [15]. For example, transition $t_2$ can enable $t_3$ in Figure 4(a).

Therefore, we know that there is a path $t_2t_3$ starting from $s$. As we will illustrate, transition refinement can affect how transitions can enable each other.

**Dynamic POR.** In dynamic POR (DPOR) the stubborn set in $s$ is computed during the search [13]. In other words, the stubborn set is computed “on-the-fly” while the successors of $s$ are visited. In fact, instead of guessing all future paths, DPOR explores some of these and defines the stubborn

\[2\text{There are other notions of sufficient subsets such as ample [12], persistent [15], cartesian [16], monotonic [18], etc. The following discussion similarly applies to these alternate approaches.}\]
sets later. An important limitation of DPOR is that it is unsound with *stateful* model checking, where the model checker maintains a set of visited states. Therefore, DPOR can only support stateless search, where the model checker cannot know if a state has been visited before and therefore its successor states are visited again.3

A commonality of SPOR and DPOR is that their performance can be greatly influenced by the choice of the *seed transition* [5] (also called start transition [31]), the first transition added to the stubborn set. Intuitively, the size of the stubborn set grows with the number of transitions that are dependent on the seed transition. In practice, heuristics are used to select seed transitions [5], [24].

**B. General Transition Refinement**

The ability of POR to achieve reduction strongly depends on the definition of transitions. Consider the transition system in Figure 4(b), which generates the same state graph as the system in Figure 4(a). Although the same reduction can be used in principle, POR is unable to realize a reduction in this case. This is because there is a single non-deterministic transition $t$ enabled in $s$ that must be executed in all possible ways. Therefore, to leverage POR, $t$ can be refined into $t_1$ and $t_2$ as shown in Figure 4(a).

Transition refinement is a transformation of a transition system into another one such that the underlying state graph remains unchanged. Note that the following general definition does not require that the original transition set contains fewer transitions than the refined one.

**Definition 1:** Given transition systems $TS$ and $TS'$, $TS$ is a transition refinement of $TS'$ if $TS$ and $TS'$ generate the same state graph.

Transition refinement might affect the POR-reduced state graph but not the truth of any property. This is because POR is based on transitions, whereas properties are evaluated in the state graph. The property preservation result of POR directly implies that transition refinement also preserves temporal logic.

**Theorem 1:** Let $TS_1$ and $TS_2$ be two transition systems and $\phi$ a temporal logic property preserved by POR. Then, if $TS_2$ is a transition refinement of $TS_1$ and $TS'^R_1$ and $TS'^R_2$ denote the partial-order reductions of $TS_1$ and $TS_2$, then $\phi$ holds in $TS'^R_1$ iff it holds in $TS'^R_2$.

**Proof:** Assume that $\phi$ holds in $TS'^R_1$ but not in $TS'^R_2$. From the property preservation of POR we know that $\phi$ holds in state graph generated by $TS_1$. Furthermore, since $TS_2$ is a transition refinement of $TS_1$ we know that they generate the same state graphs. Therefore, $\phi$ also holds in state graph generated by $TS_2$. Again, from the property preservation of POR we know that $\phi$ holds in $TS'^R_2$, a contradiction. The reverse can be proven similarly.

**Benefit in practice.** Transition refinement is not only theoretically useful but can also assist practical POR implementations in computing smaller stubborn sets. Firstly, the refinement of non-deterministic transitions into a set of deterministic ones can be beneficial (equally for SPOR and DPOR) if the refined transitions are independent. Unfortunately, a non-deterministic transition in practice often contains choices that are not independent. However, transition refinement can also help SPOR to guess future paths more accurately. Using the example of can-enabling transitions, a refined transition can enable fewer transitions. For an example, transition $t$ in Figure 4(b) can enable $t_3$ because $t_3$ is disabled in $s$ and, after the execution of $t$, enabled in $s_2$. Therefore, a static POR algorithm in $s$ might falsely conclude that there is a future run $s \xrightarrow{t} s_1 \xrightarrow{t_3} s'$ (where $s'$ denotes some state). However, if $t$ is refined into $t_1$ and $t_2$ (Figure 4(a)), then $t_2$ can enable $t_3$ but $t_1$ cannot enable $t_3$. Therefore, the POR algorithm does not consider $s \xrightarrow{t_1} s_1 \xrightarrow{t_3} s'$ as a possible future run.

**Caveat.** Unregulated transition refinement can have undesired effects. As the runtime of POR algorithms increases with the number of all transitions [31], transition refinement can slow down the overall model checking time. Even worse, overly refined transition can even have a negative effect in terms of memory reduction. To see that, consider another transition system (Figure 4(c)) that also generates the same state graph. Here, every change of the system state is triggered by a new transition. Clearly, this transition system can be obtained via refining the transitions of one of the previous examples. Again, although reduction would be possible, POR sees no pair of transitions that could be executed in

---

3We remark that stateful optimizations of DPOR exists [34] but only at a price of increased memory and time overhead.
different orders. Despite these warning scenarios, we will show that transition refinement is effective in practice.

C. Quorum-split: Refined Quorum Transitions

The idea of refining quorum transitions is to define a new transition for each set of processes from which the original quorum transition can consume a message. For example, consider the READ_REPL transition of Paxos in Figure 2. This transition is executed by a proposer process and it can only be enabled if a majority of all acceptor processes has sent a READ_REPL message to this proposer. If there are three acceptors 1, 2, and 3, then READ_REPL can be executed with messages from acceptors 1 and 2, 1 and 3, and 2 and 3. Therefore, the transition can be refined into three transitions READ_REPLij for every unordered pair i and j of acceptors (Figure 5). The transition READ_REPLij behaves exactly as READ_REPL except that it can only consume messages from acceptors i and j. We call this refinement strategy quorum-split.

Intuitively, READ_REPLij tells more about the possible state transitions of the system than the unsplit READ_REPL. In fact, we know that READ_REPLij only consumes messages from acceptors i and j. This additional information can be used by POR algorithms to achieve better reduction (we will show examples in Section III-D).

Definition 2: A transition t is an exact quorum transition with a threshold \( q_t \) if \( s \xrightarrow{t(X)} s' \) implies \( |\text{senders}(X)| = q_t \) for all \( s, s' \in S \) and sets of messages \( X \).

Next, we formally define quorum-split.

Definition 3: Given a message-passing protocol \( P \) and an exact quorum transition \( t \) with threshold \( q_t \), a quorum-split of \( P \) via \( t \) is an MP protocol \( P' \) derived from \( P \) by replacing \( t \) with transitions \( t_1, t_2, \ldots, t_m \), for \( m = \binom{n}{q_t} \), such that \( s \xrightarrow{t_k(X)} s' \) iff \( s \xrightarrow{t(X)} s' \land \text{senders}(X) = Q_k \), where \( Q_k \) is the \( k \)-th of the \( m \) sets of process IDs of size \( q_t \).

Note that the definition of quorum-split also allows single-message transitions (with quorum-size one). In fact, every single-message transition is an exact quorum transition. We now state that quorum-split is a transition refinement.

Theorem 2: Let \( P \) be an MP protocol, \( TS \) the transition system of \( P \), \( t \) an exact quorum transition in \( P \) with threshold \( q_t \), \( P' \) a quorum-split of \( P \) via \( t \), and \( TS' \) the transition system of \( P' \). Then, \( TS' \) is a transition refinement of \( TS \).

Proof: Let \( S \) and \( T \) be the set of states and transitions in \( TS \) and \( T' \) the set of transitions in \( TS' \). Assume that \( TS \) and \( TS' \) generate different state graphs with sets of state pairs \( \Delta \) and \( \Delta' \), respectively. Assume that there is a \( (s, s') \in \Delta \) such that \( (s, s') \notin \Delta' \). Let \( t' \in T \) be a transition such that \( (s, s') \in t' \). Let \( X \) be a set of messages such that \( s \xrightarrow{t'(X)} s' \). If \( t' \neq t \), then \( t' \in T' \) and thus \( (s, s') \in \Delta' \), a contradiction. Since \( t \) is an exact quorum transition, it must be that \( |\text{senders}(X)| = q_t \). \( P' \) is a quorum-split of \( P \) via \( t \), so there is a \( t_k \in T' \) such that \( s \xrightarrow{t_k(X)} s' \) where \( Q_k = \text{senders}(X) \), a contradiction. The reverse can be shown similarly.

Note that in principle every transition \( t \) can be split by adding a new transition \( t_Q \) for every subset \( Q \) of processes. However, this would mean adding \( 2^n \) extra transitions for every \( t \) (\( n \) is the number of all processes), which can worsen the time overhead of the POR algorithm.

Implementation. Quorum-splits can be performed automatically by conservatively analyzing the guards of quorum transitions. If the guard of a quorum transition \( t \) specifies an exact quorum size \( q_t \) (as in the example in Figure 2), then refining \( t \) for each set of processes of size \( q_t \) is guaranteed to be a transition refinement.

The number of new transitions can be further reduced by ruling out a process \( i \) that never sends messages consumed by \( t \), i.e., if \( t \) is executed in a state with some \( X \), then \( i \) cannot be in \( \text{senders}(X) \). For example, learner processes in Paxos send no messages at all. Or, a proposer process sends no message to another proposer. The automatic detection of all possible \( \text{senders}(X) \) sets can be done using simple patterns, otherwise we conservatively assume \( i \) can be in such a set.

D. Splitting Reply Transitions

We discussed in Section III-B how transition refinement can benefit from POR. We now present some implications of quorum-split for static POR algorithms.

As refined transitions are dependent on fewer transitions than their unrefined counterpart, the SPOR algorithm can more accurately approximate future paths. In fact, a quorum...
transition \( t \) can be enabled by (possibly) any process. However, if \( t_k \) is the quorum-split version of \( t \), then \( t_k \) can be enabled only by transitions that are executed by processes in \( Q_k \). For example, consider the transition \( \text{READ}_\text{REPL} \) in Figure 2. For acceptor processes 1 and 2 this transition is split into \( \text{READ}_\text{REPL12} \) according to Figure 5. Now, \( \text{READ}_\text{REPL} \) can be enabled by every acceptor whereas \( \text{READ}_\text{REPL12} \) can be enabled by transitions of acceptors 1 and 2 but not by acceptor 3.

**Reply transition.** We observe that the quorum-split of some special transitions can yield even more reduction. The idea is that the split version of these special transitions can enable fewer transitions than the original one. We observe that many protocols define reply transitions where a process receives one or more messages and sends messages only to the senders of these messages (e.g., acknowledgement).

For example, consider the READ transition of Paxos written in MP (Figure 6, guard is not depicted). Before a new value can be proposed in Paxos, the proposer process asks all acceptors about the values they have previously seen by sending a READ message to every acceptor. If an acceptor receives such a message, it executes a reply-transition to send a READ message to this proposer. Formally, we have the following.

**Definition 4:** Given an MP protocol and a process \( i \), \( t_i \in T_i \) is a reply transition if for all \( s, s' \in S \) and for all subsets \( X \) of messages: \( s \xrightarrow{t_i(X)} s' \) implies that \( \{ j | s(c_{i,j}) \subseteq s'(c_{i,j}) \} = \text{senders}(X) \).

We call the quorum-split of reply-transitions reply-split. The additional benefit of reply-split is that the split transition \( t_k \) can only enable transitions executed by processes in \( Q_k \). For example, the reply-split of READ for proposer 1 can only enable transitions of this proposer.

**Implementation.** For example, it is possible to automatically detect that a transition \( t \) is a single-message reply-transition if the recipient argument of any send operation appearing in \( t \) is \text{message.sender}, where \text{message} is the message consumed by \( t \) and \text{message.sender} is the sender of this message (Figure 6).

IV. THE MP-BASSET MODEL CHECKER

We implemented a tool called MP-Basset to model check protocol-level specifications written in MP. The architecture of MP-Basset is illustrated in Figure 7. The intuition is that the inclusion of a box denotes that it is “subsumed” by the outer boxes, e.g., JavaPathfinder (JPF) runs within the Java Virtual Machine (JVM). MP-Basset is built upon Basset [23], a model checker that supports a subset of ActorFoundry [19].\(^4\) Therefore, protocols using only single-message transitions (the common subset of MP and ActorFoundry) are supported by both MP-Basset and Basset.

\(^4\)Basset also supports a subset of Scala Actors, an actor programming language within Scala [25].

While Basset supports a wide range of DPOR algorithms, MP-Basset implements a new SPOR algorithm called MP-LPOR [9]. The novelty of MP-LPOR is two-fold: (1) it uses pre-computation to decrease the time overhead of SPOR and (2) it specifies independent transitions in the message-passing model. Despite these special characteristics, MP-LPOR is essentially an SPOR algorithm as discussed in Section III-A. Therefore, we expect that transition refinement can improve the reduction achieved by MP-LPOR.

In the following sections, we present the architecture of MP-Basset and key design issues. The complete source code and installation instructions of MP-Basset are available online [43].

A. Leveraging JPF & Basset

MP-Basset extends Basset, which runs as a Java application within the JPF model checker [39]. While JPF is written in Java itself and is executed by the JVM, the execution of target Java programs is “modeled” within JPF’s model layer. We call this layer JPF-VM to refer to its functional similarity with the host JVM. Basset is an ordinary Java program that runs within the JPF-VM. JPF defines a gateway called Model Java Interface (JPF-MJI) between the modeled program and the core of JPF (JPF-Core). JPF-Core implements the search (model checking) functionalities of JPF such as the computation of concurrently enabled transitions in each state. By default, JPF assumes a fine-grained interleaving of Java threads. In order to prevent JPF from exploring unnecessary interleavings, Basset uses JPF-MJI (a) to impose the concurrency of the message-passing computation model, e.g., the execution of a transition is an atomic event, and (b) to implement different DPOR algorithms. In Basset, the model checking of an actor program written in ActorFoundry starts with creating the processes of the input actor program and sending an initial message. Then, JPF explores the state space of the program corresponding to interleavings defined by (a) and (b).

MP-Basset utilizes Basset’s core architecture and implements quorum transitions by extending Basset’s concept of “enabled message” into “enabled set of messages”. More
precisely, set $X$ of messages in the current state $s$ is "enabled" if there is a transition $t$ and a state $s'$ such that $(s, t, s')$. Note that computing these sets is time-expensive; in worst case they compose the powerset of all pending messages, which is an exponential overhead compared to the single-message case. Therefore, using quorum transitions can only reduce verification time if the space-reduction can compensate for the increased time overhead.

Example. Consider a state $s$ where some process has three pending messages $m_1, m_2$ and $m_3$ in its input buffers. In order to find the enabled sets of messages, MP-Basset generates every set $X$ in the powerset of $\{m_1, m_2, m_3\}$ to check if $X$ is enabled for some transition $t$, i.e., the guard $g_t$ is true for $X$ in $s$. These are $2^3$ sets compared to only three messages that need to be considered in a model of single-message transitions. Intuitively, this is the price we pay for the memory gain with quorum transitions as discussed in Section II-C.

B. Efficient Design of MP-Basset

We observe the following issues that are important with respect to the design of MP-Basset:

- Executing code within MP-Basset. Due to the indirection that MP-Basset runs in JPF-VM, any piece of code executed in MP-Basset is slower than in native Java. Fortunately, most message-passing protocols define simple code. However, other computation-intensive functionality such as stubborn set computation can be ineffective if executed within MP-Basset.

- State size. The larger the state of the modeled program the less the throughput of JPF, i.e., number of visited states per time unit. Reasons for this include that the time for hashing, storing, and state comparison increases with the size of the state.

- MJI overhead. Communication through JPF-MJI is expensive and tedious because JPF-MJI calls are implemented via Java methods that can only pass primitive type parameters. Therefore, the conversion (serialization and de-serialization) of complex types is required, which comes at the price of increased invocation time and additional code.

These issues necessitate tuning of how and where MP-Basset is implemented in the JPF architecture. It turned out to be efficient to compute enabled message sets entirely within MP-Basset (without JPF-MJI calls). However, the efficient design of MP-LPOR was more elaborate. It is possible for MP-LPOR to compute independent transitions before model checking as MP-LPOR uses a notion of independency that is unconditional, i.e., it is not a function of the system state. This information is queried (and not re-computed) repeatedly during the search. We perform pre-computation outside MP-Basset, i.e., through JPF-MJI calls, for two reasons. First, even if pre-computation is a one-time cost, it takes considerably longer when executed within the modeled program. Second, the pre-computed data is state unconditional, thus, it need not be stored in the state (an expensive measure as explained above).

An obvious approach to pre-compute and query independent transitions through JPF-MJI calls would be to serialize, pass, and de-serialize transitions as primitive types. To avoid this expensive and tedious task, we instantiate an exact copy of each transition within JPF-Core. As a result JPF-MJI calls can simply address transitions and the result of the queries (whether or not two transitions are independent) is passed through primitive boolean types. Note that this solution is only possible because the set of all transitions is fixed.

V. Evaluation

In this Section, we first briefly discuss the protocols we selected for analysis and how they are modeled in MP (Section V-A). Next we detail the verification results using Basset and MP-Basset (Section V-B).

A. Target Systems and Protocol-Level Abstractions

We use three widely used and representative fault-tolerant protocols to demonstrate the benefits of our approach. Each protocol assumes a threshold of the minimum number of correct processes. However, they define different fault models and also specify different properties. We now introduce these protocols and the properties that we analyzed with MP-Basset. Note that the goal of this evaluation is to evaluate the benefit of quorum transitions and transition refinement, and not a complete verification of these protocols.

- The Paxos protocol solves consensus, a fundamental primitive that can be used to implement state-machine replication [20]. Intuitively, consensus means that at most one value is "chosen", i.e., all processes agree on this value. Paxos solves consensus if a minority of processes can fail by crashing.

- Our second example is a consistent multicast protocol called Echo Multicast [26]. The agreement property of consistent multicast specifies that no two processes receive different messages. Echo Multicast implements agreement in a Byzantine environment [22] where up to one third of the processes can fail arbitrarily and the remaining processes are called honest.

- Our third example is regular storage protocol in the style of [3]. The objective of distributed storage is to reliably store data despite failures of the base (storing) objects. A regular storage guarantees that a read operation returns a value not older than the one written by the latest preceding write operation. The protocol assumes a crash-tolerant setting where a minority of all base objects might crash.

We remark that none of our target protocols assumes synchrony, i.e., an upper-bound of the worst-case message delivery time. Synchrony is required only for progress, e.g., a
value is eventually chosen in Paxos. Furthermore, messages can be delivered out-of-order.

**Protocol settings.** The protocols are parametric in the number of processes. In addition, processes can be of different type. In a given protocol setting we specify the number of processes of each type. Next we summarize the different process types in each protocol:

- **Paxos** defines proposer, acceptor, and learner processes. A proposer can initiate a consensus instance by proposing a value to be chosen. Acceptors store values proposed by proposers. Learners receive messages from acceptors to learn about proposals and output a chosen value. A Paxos setting (P,A,L) gives the number of proposers, acceptors, and learners, respectively. For example, Paxos (2,3,1) (as in Tables I-II) specifies two proposers, three acceptors, and a single learner.

- **Echo Multicast** defines initiator and receiver processes. In a setting (HR,HI,BR,BI), we define the number of honest receivers, initiators, Byzantine receivers and initiators, respectively.

- **Every storage** protocol defines writers, base objects, and readers. Since the selected protocol is a single-writer one, a setting (B,R) defines the number of base objects and readers, respectively.

**Process faults.** The above protocols tolerate two classes of faults, crash (Paxos and regular storage) and Byzantine (multicast). We do not explicitly model crash faults. This is because MP-Basset schedules processes in all possible ways and the effect of crash is implicitly modeled by scheduling other (non-crashed) processes first. In other words, crashed and correct processes taking no steps are equivalent. To model Byzantine faults, we specify processes that do not obey the protocol. We consider different attack strategies to challenge the multicast protocol. A complete model of Byzantine faults is beyond the scope of this paper.

We distinguish Byzantine processes whether they are initiators or receivers:

- A Byzantine initiator attempts to violate the agreement property by sending different messages to each of two groups of honest receivers.

- A Byzantine receiver sends invalid confirmations to an honest initiator and cooperates with a Byzantine initiator by confirming (signing) both of its messages.

**Fault injection.** For debugging purposes we also inject faults into (a) correct processes and (b) the specification of the protocols. In particular, we specify “Faulty Paxos”, where learners do not compare the values received from the acceptors. In case of Echo Multicast and regular storage we utilize deliberately incorrect specifications. For example, in Echo Multicast we exceed the threshold of the number of maximum Byzantine processes (“wrong agreement”). For storage we require that a read operation that completes after a write has to return the value written by the write even if the two operations are concurrent (“wrong regularity”).

### B. Evaluation Strategy and Results

We perform three experiments for each protocol setting:

- (Table I) We show that using quorum semantics reduces the size of the overall state space. We run our experiments with POR-optimization. We use two stubborn set-based POR implementations, a DPOR algorithm [13] implemented in Basset and an SPOR algorithm [9] (see Section IV). As Basset does not support quorum transitions, we apply DPOR only for models with single-message transitions. Furthermore, as the safety property of regular storage (a form of linearizability) is not preserved by the DPOR implementations of Basset, we use unred search for verification in this case.

- (Table II) We show that transition refinement can additionally save model checking resources. As our split strategies refine transitions of the same process, the refined transitions are inter-dependent. Thus, transition refinement is ineffective with dynamic POR (see discussion in Section III-B) and the results are not depicted. In Table II we measure the performance of SPOR [9] for models splitting only reply transitions (reply-split), only non-reply quorum transitions (quorum-split), and all of these transitions (combined-split).

- (Across Tables I-II) We demonstrate that our approach can be used for efficient debugging. We show that finding the first bug in faulty protocols or in protocols with wrong specification requires little resources.

**Seed transitions.** As explained in Section III-A, the performance of POR depends on the first transition in the stubborn set. We use a heuristic where transitions are preferred that either start a new instance of the protocol (e.g., READ transition in Paxos) or, if there is no such transition, do not terminate an ongoing instance (e.g., READ_REPL or WRITE transitions but not an ACCEPT transition). This heuristic shows good performance in our POR experiments. Intuitively, the execution of such a transition “delays” the decision of which instance is pursued at a given process. Surprisingly, this heuristic suggests the opposite of the transaction strategy proposed in [5]. We speculate that the difference lies in that our target protocols allow more concurrency than the cache coherence protocol analyzed in [5]. There, the processing of further client requests is blocked until the centralized cache controller (assumed to be fault-free) completes the ongoing instance of the protocol started by another client.

Note that our heuristic depends on the semantics of the protocol, which might be hard to automate. In fact, our seed

---

5 Other DPOR algorithms in Basset such as [27] have property preservation guarantees other than stubborn sets. We chose [13] for a fair comparison with the stubborn-set based SPOR algorithm of MP-Basset.

6 The bug first found by the model checker, after which the search is terminated and a counterexample is returned.
priorities were set by hand. Other heuristics that require no user intervention are proposed in [5], [24]. For example, some heuristics are based on different characteristics of the pending messages [24]. A comprehensive comparison of how different heuristics perform for quorum transition-based protocols is beyond the scope of this paper.

**Evaluation results.** We use Basset and MP-Basset to run the experiments. All experiments ran on DETERlab machines [42] with Xeon processors and 4 GB of memory. The results are shown in Tables I-II. Our POR experiments utilize the “opposite transaction heuristic” explained above. The transaction heuristic resulted in very little reduction (not shown). The depicted protocol settings were selected such that they represent a meaningful instance of the protocol (e.g., enough processes to tolerate faults) and are feasible for model checking. Since the current version of MP-Basset does not support the automation of transition refinement, the split models were created by hand. For each protocol and setting, we highlight the best search strategy (if any) with bold italic numbers. For example, the quorum model of Paxos in Table I is the smallest and its model checking takes the shortest time. We observe the following trends:

- Using quorum transitions can reduce both verification memory and time (up to 89% and 91% for regular storage with SPOR) compared to the single-message case. First, the models with quorum transitions are smaller. Second, although the throughput of model checking quorum models is smaller (due to more complex semantics), the overall verification time is less because of state space reduction.
- Transition refinement can achieve additional reduction in terms of both memory and time (up to 81% and 64% for Paxos) compared to the unsplit case. Although the throughput falls with quorum-split (because split quorum transitions trigger a time-consuming optimization of the SPOR algorithm), it can achieve significant space reduction, which adds up to an overall time reduction (see combined-split of Paxos and multicast (3,1,1,1)).
- The proposed optimizations can also find bugs fast using little memory. If the bug is “deep” in the search space, we observe similar trends as for verification (see regular storage results with wrong property).

**Behind the numbers.** The above results offer interesting insights about the different search strategies. Firstly, the benefit of stateful over stateless search becomes significant with large state spaces. Otherwise, the stateless search can be faster because (1) it has no overhead of state comparison and (2) it revisits just a few states. In this case, the benefit of DPOR over SPOR can be exposed, e.g., for Faulty Paxos (Table I). In addition, the benefit of quorum models decreases with the small quorum size of Echo Multicast (2,1,0,1) (Table I).

If an optimization is ineffective in a particular fraction of the state space, then the search strategy with the least overhead achieves the best result, as can be seen for Echo Multicast (2,1,2,1) in Table II. In other cases, the split

---

**Table I**

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Property</th>
<th>Result</th>
<th>No quorum (DPOR[13])</th>
<th>No quorum (SPOR[9])</th>
<th>Quorum (SPOR[9])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>States</td>
<td>Time</td>
<td>States</td>
</tr>
<tr>
<td>Paxos (2,3,1)</td>
<td>Consensus</td>
<td>Verified</td>
<td>&gt;16,087,468</td>
<td>&gt;48h</td>
<td>6,247,530</td>
</tr>
<tr>
<td>Faulty Paxos (2,3,1)</td>
<td>Consensus</td>
<td>CE</td>
<td>162</td>
<td>8s</td>
<td>524</td>
</tr>
<tr>
<td>Echo Multicast (3,0,1,1)</td>
<td>Agreement</td>
<td>Verified</td>
<td>2911</td>
<td>41s</td>
<td>9222</td>
</tr>
<tr>
<td>Echo Multicast (2,1,0,1)</td>
<td>Agreement</td>
<td>Verified</td>
<td>2010</td>
<td>27s</td>
<td>9986</td>
</tr>
<tr>
<td>Echo Multicast (2,1,2,1)</td>
<td>Agreement</td>
<td>CE</td>
<td>286,410</td>
<td>1h1m</td>
<td>72,917</td>
</tr>
</tbody>
</table>

*Run by Basset (stateless search), DPOR not supported. 3Unreduced (stateful search). *Time-out after 48h. 5Counterexample found.

**Table II**

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Property</th>
<th>Result</th>
<th>Quorum (SPOR[9])</th>
<th>Reply-split</th>
<th>Quorum-split</th>
<th>Combined-split</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>States</td>
<td>Time</td>
<td>States</td>
<td>Time</td>
</tr>
<tr>
<td>Paxos (2,3,1)</td>
<td>Consensus</td>
<td>Verified</td>
<td>2,822,764</td>
<td>9h37m</td>
<td>1,087,486</td>
<td>3h47m</td>
</tr>
<tr>
<td>Faulty Paxos (2,3,1)</td>
<td>Consensus</td>
<td>CE</td>
<td>279</td>
<td>10s</td>
<td>105</td>
<td>8s</td>
</tr>
<tr>
<td>Echo Multicast (3,0,1,1)</td>
<td>Agreement</td>
<td>Verified</td>
<td>652</td>
<td>12s</td>
<td>632</td>
<td>12s</td>
</tr>
<tr>
<td>Echo Multicast (2,1,0,1)</td>
<td>Agreement</td>
<td>Verified</td>
<td>2787</td>
<td>31s</td>
<td>1165</td>
<td>18s</td>
</tr>
<tr>
<td>Echo Multicast (3,1,1,1)</td>
<td>Agreement</td>
<td>Verified</td>
<td>12,023,663</td>
<td>&gt;48h</td>
<td>&gt;10,472,557</td>
<td>&gt;48h</td>
</tr>
<tr>
<td>Echo Multicast (2,1,2,1)</td>
<td>Agreement</td>
<td>CE</td>
<td>48</td>
<td>6s</td>
<td>48</td>
<td>7s</td>
</tr>
<tr>
<td>Regular storage (3,1)</td>
<td>Regularity</td>
<td>Verified</td>
<td>20,039</td>
<td>3m4s</td>
<td>18,451</td>
<td>3m13s</td>
</tr>
<tr>
<td>Regular storage (3,2)</td>
<td>Regularity</td>
<td>CE</td>
<td>41,331</td>
<td>6m46s</td>
<td>6,969</td>
<td>1m32s</td>
</tr>
</tbody>
</table>

*Unsplit from Table I. 3All protocols are modeled with quorum transitions. *Using the static POR algorithm from [9]. *Time-out after 48h. 5Counterexample found.
strategies achieve no reduction in the entire state space. For example, reply-split is ineffective if there is a single initiator to which the receivers can reply (Echo Multicast (3,0,1,1)), or quorum-split makes no difference if the quorum contains all receivers (Echo Multicast (2,1,0,1)). Another example is regular storage (3,1), where reply-split and quorum-split are both ineffective. Note that the size of the reduced state space is slightly different (smaller) compared to the unsplit case. This is because split models define other (refined) transitions and the order in which these are executed can be different (depending on the scheduler of the model checker).

Note that, in general, there is no guarantee that a bug is found if POR does not preserve the property under verification. However, if the bug is contained also in the reduced state space, then the POR search tends to find the bug quicker as it explores “different” paths [35]. For example, we refer to the DPOR result of wrong regularity in Table I for which the unreduced search times out (not depicted).

VI. RELATED WORK
Our formal model of message-passing systems adapted from [4] can be seen as an actor program [1]. Similarly, the proposed MP language shares commonalities with actor languages such as ActorFoundry [19]. For example, a concept similar to quorum transitions appears as joint transitions of actors [14]. However, these are proposed to make a specification language expressive and not to mitigate state space explosion. The actor model implements rich semantics, e.g., synchronization between actors or dynamic creation of actors. New transition refinement strategies can be devised for such richer semantics, if needed.

The protocol design and also verification can be simplified by making assumptions such as synchrony and fail-silent faults [30], [11] (note that none of our example protocols makes synchrony assumptions). The benefit of quorum transitions is possibly less significant in such systems as the possible interleavings of single-message transitions is constrained by synchronized events.

Existing work on POR concentrates on the definition and implementation of sound POR-conditions given the transitions of the system [15], [31], [12]. A concept similar to transition refinement is operation refinement in [15]. However, operation refinement is specific for a proof-of-concept modeling language, it is discussed informally, and its effect on the performance of POR implementations is not studied. In addition, no general applicable operation refinement is proposed nor its effect is evaluated in practical verification.

Promela, the input language of the SPIN model checker [17], supports message-passing and can be used, as any other general-purpose specification language, to implement the semantics of quorum transition (via atomic blocks). We consider our contribution, regarding quorum transitions, primarily on the modeling-side as substantiated by our MP-Basset experiments. However, we could have as well used other model checkers such as SPIN for these experiments. SPIN’s POR algorithm is limited to exclusive reads and writes of FIFO channels. MP-Basset (and Basset) implement more general POR algorithms and can be extended with such FIFO-specific independencies.

Automated verification of specific message-passing fault-tolerant protocols is often done via model checking, e.g., [29], [28]. Other approaches target general classes of protocols. For example, MODIST is a POR-optimized directed testing tool for the analysis of unmodified distributed message-passing protocols [35]. As MODIST explores the state space of the real, unabstracted system, it is generally non-exhaustive due to state space explosion. A related approach is the network abstraction layer from [2], which is useful if the processes being model checked communicate with other external processes. Crystalball is a tool to debug and prevent failures through a combination of real execution and model checking [33]. Other work utilizes symmetry reduction for scalable model checking of message-passing protocols [7]. These and similar techniques are orthogonal to ours and can be used in combination.

VII. CONCLUSIONS AND FUTURE WORK
We have devised, implemented, and evaluated a framework for efficient model checking of message-passing distributed protocols using quorum transitions. The framework consists of (a) using quorum transitions in protocol-level abstractions and (b) a new technique called transition refinement to improve the performance of certain partial-order reduction algorithms.

An open issue to pursue in our future work is whether the presented reduction techniques show similar trends in symbolic model checking. Such a comparison is especially motivated by the fact that certain POR methods, e.g. [18], are best suited for symbolic model checking.
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