Test adequacy

Test adequacy criteria specify when a software under test is sufficiently tested. The suggested articles look into different aspects of structural test adequacy criteria, which are among the most popular adequacy criteria. The standard structural coverage metrics that virtually every test tool reports are statement coverage and branch coverage. Other widely used criteria are modified condition/decision coverage (MC/DC) and path coverage.
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Test input selection

Once a test adequacy criterion is chosen, suitable test inputs need to be chosen to achieve it. We will discuss several techniques to generate test inputs and to select and prioritize test inputs from an existing set of input candidates. Surprisingly, the random selection of test input data is more difficult to beat than should be expected. The suggested articles consider systematic approaches to test input selection or generation, partially in comparative assessments with randomized input selection strategies.
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**Test oracle selection**

In order to make sense of test results, the observed software behavior during test needs to be compared against some expected behavior, which is called the "test oracle". We will discuss why oracle generation and selection is generally difficult to support by program analyses and look at a number of recent approaches targeting different aspects of the oracle problem.
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**Threats to test result validity**

The purpose of tests is to detect defects. If no defect is detected, the tester and the developers should be confident that there actually are no defects for the tested usage. Unfortunately, there are a number of procedural mistakes or unjustified assumptions that can render test results invalid. In such cases, the obtained test results are not representative for the actual behavior of the system under test in operation. The following list of papers deals with such problems.
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