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Free-text human feedback, i.e., a user describing to the model what they did not like about the last 
generated utterance, is one of the most important sources of knowledge to iteratively improve language 
generation models, such as GPT or LLaMA, but datasets for research are scarce. For this reason, we 
used synthetic data generation methods to create a task-oriented dialogue dataset annotated with 
artificial free-text human feedback. However, since synthetic data is subject to various limitations, such 
as hallucinations or biases, we are looking for a thesis student to research and apply state-of-the-art data 
augmentation and cleansing methods to improve the quality of our data. 
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 Improvement and extension of a large internal dialogue dataset annotated with free-text feedback 

using state-of-the-art data augmentation and cleansing methods. 
 Analyze and compare the quality of the new dataset with the original dataset. 
 Training and evaluation of state-of-the-art language generation models using the new dataset. 
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