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Despite the increasing capacity of state-of-the-art dialogue models, such as GPT-4 or Vicuna, they still 
tend to lose context and generate harmful, biased or toxic data. Much work has been conducted recently 
to get a better understanding of such behavior and how to address it, which led to a variety of error 
taxonomies tailored to specific use cases. At UKP, we recently developed one of the first broadly 
applicable error taxonomies for dialogue systems, as well as a response type taxonomy to cover 
following user reactions. To continuously improve and extend our taxonomies, we are looking for a thesis 
student to develop a model-independent and automatic error and user reaction detection approach. 
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 Investigate and apply state-of-the-art data exploration approaches to detect unknown error and user 

response types. 
 Apply your approach to state-of-the-art dialogue models to evaluate its effectiveness. 
 Compare the effectiveness of your improved taxonomies to existing ones. 
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